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Abstract Hydroacoustic technology provides

ground tools for the estimation of abundance and

spatial distribution of pelagic species. The final

products of such surveys, the interpolated choropleth

maps, are based on a Geostatistical analysis of the

acoustic measurements to minimise, as much as

possible, the interpolation error, and to quantify

uncertainty. The current study is based on fisheries

acoustic measurements and satellite images covering

the sea area of Thermaikos Gulf over the years 1996,

1997 and 1998. Spatial interpolations describing the

abundance and distribution of small pelagic species

in the research area, as well as sea surface temper-

ature (SST), Chlorophyll-a content (SSC) and

average depth, were produced, based on Ordinary

and Universal Kriging and Co-Kriging Geostatistical

methods. The results of the Geostatistical analysis

showed that the Co-Kriging spatial interpolation

method produced the best results regarding fish

abundance when SST and average depth variables

were included in the model. The latter indicates that

there is an existing spatial cross-correlation between

fish abundance and the environmental variables.

Consequently, the potential reduction of the overall

error in the estimation process, as presented in this

study, is very significant, particularly with regard to

error reduction in stock assessment and management.

Keywords Fisheries acoustics � GIS �
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Introduction

Traditionally, ecologists correlate the spatial hetero-

geneity of fish abundance to certain physicochemical

and biological parameters, which define the ecolog-

ical background of the specific organisms (Hensen,

1911; Lasker, 1978; Laevastu & Hayes, 1981). These

factors can influence fish activities, such as feeding,

predator avoidance, migration, reproduction and

habitat selection, and are therefore accountable for

the spatial characteristics of their biomass distribu-

tion (Koutsikopoulos & Lacroix, 1992; Simard et al.,

1992; Horne et al., 1999). However, this more or less

deterministic interpretation of the effect of environ-

mental variables is not always and entirely evident

(Fréon et al., 2005), and it is supposed that the

generated forces interact in such a non-linear or

chaotic way that the resulting spatial fish biomass
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structure, on most observation scales, is stochastic

(Sharp & McLain, 1993; Webster & Oliver, 2001).

How difficult is the identification or the quantitative

evaluation of such interactions? There are different

approaches for analysis and modelling of the relation-

ships between environmental factors, including

bottom quality and geographic peculiarity on the one

side and spatial heterogeneity in biomass on the other.

Most approaches emphasise the spatial autocorrelation

(Maravelias et al., 1996; Paramo & Roa, 2003; Gian-

noulaki et al., 2005) or the multivariate character

(Sullivan, 1991; Stefánsson, 1996; Swartzman et al.,

1994; Maravelias, 1999) of the data at different scale

levels. Since pelagic fish biomass forms, in small scale,

‘‘schooling’’ and ‘‘clustering’’ aggregation patterns

(Azzali et al., 1985; Fréon & Misund, 1999), the

spatial structure has also been analysed in certain

studies as a spatial point process (MacLennan &

MacKenzie 1988; Petitgas et al., 2001).

Classical estimation methods assume stationarity

in space and time, independence among the data and

identical distribution of the parameters (Rossi et al.,

1992). All these conditions are very rarely met in the

aquatic environment, where the spatial structure is

unstable through time, data are spatially autocorre-

lated and the number of samples is low compared

with the high variability of the structure. Unfortu-

nately the spatial information, which is critical for

evaluating trends in biomass or correlations between

the latter and the relevant environmental parameters,

is neglected by the most commonly used statistical

methods.

Specifically for pelagic fish, hydroacoustic mea-

surements of fish density combined with Geostatistical

analysis has been recognised as the best method for

modelling the spatial distribution of species biomass

or the joint spatial dependence between biomass and

environmental parameters (Armstrong et al., 1989;

Petitgas, 1993; Simard et al., 2002). Recently, Geo-

statistical analysis has been applied, showing a

significant effect of certain topographic characteristics

on the spatial organisation of the overall small-

pelagic-fish assemblage (Giannoulaki et al., 2006).

In the present study, pelagic fish density, recorded by

acoustics in four different stock assessment surveys, was

geostatistically analysed in order to produce choropleth

maps through Kriging. The spatial characteristics of

both fish density and environmental parameters

acquired by in situ or satellite techniques were

investigated by means of Variograms and Cross-vario-

grams, examining possible spatial relationships among

the variables. These multivariate observations were

interpolated in a manner similar to Ordinary and

Universal Kriging techniques, by applying Ordinary

and Universal Co-Kriging. The latter is a special case of

the first, introduced by Matheron (1971), where the

trend is modelled as a function of coordinates (Deutsch

& Journel, 1998). Finally, the developed spatial models

were tested by applying the ‘‘leave-one-out cross

validation’’ procedure (Isaaks & Srivastava, 1989),

evaluating if the incorporation of the environmental

variables will improve the prediction at new spatial

locations, where no acoustic data are available. Fur-

thermore, the leave-one-out cross validation residuals

were used to provide statistics concerning modelling

assumptions and whether standard errors estimated by

the models are accurate (Isaaks & Srivastava, 1989).

Methodology

Data collection

Acoustic survey data were collected on four surveys

(10–12 October 1996, 13–15 October 1996, 21–25

May 1997 and 27 April–1 May 1998) during standard

fish biomass assessment programmes in the Ther-

maikos Gulf in the NW part of the Aegean Sea.

Measurements were carried out along predetermined

sampling transects, to the south until the 100 m

isobath, near Cape Kassandra, in an area of about

1,600 sq.n.mi. (Tsimenides et al., 1992).

The area backscattering coefficient Sa [m2 n.mi-2]

was estimated every n.mi using a SIMRAD BI500/

EK500 echosounder (Knudsen, 1990). The system

operated a 38 kHz transducer, calibrated with stan-

dard spheres (Foote, 1987), insonifying with 1 ms

width pulses. The research vessel was sailing at 8

knots, and time, position and integrator values were

recorded in the BI500/UNIX file system. Echograms

were scrutinised to remove echo traces in the water

column that were not pelagic fish. Catch data from

biological sampling using a standard pelagic trawl

and concurrent commercial catch data indicated that

the majority of the insonified species in the study area

were Sardina pilchardus, Engraulis encrasicolus and

Trachurus spp. Other species represented less than

8% of the catches.
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Temperature vertical profiles were recorded on a

regular grid along survey transects by means of a

calibrated Seabird S19 CTD. Surface temperature

measurements were used in order to replace missing

SST values, in satellite imageries, frequently observed

in overcast or coastal areas. Satellite images, provided

by the German Aerospace Agency’s (DLR) and the

Distributed Active Archive Center (NASA), were

transformed into Sea Surface Temperature (SST) in

Celsius and Sea Surface Chlorophyll-a concentration

(SSC) using GIS tools (Valavanis et al., 2004).

Salinity data have not been used, since the analysis

is restricted to the two provided satellite imageries and

the acoustically measured bottom depth.

Data analysis

The presented results are based on Geostatistical

analysis applying ESRI’s ArcGIS Geostatistical

Analyst Software (GAS), which provides an exten-

sive set of tools for performing different Kriging and

Co-Kriging methods. Also other software packages

(GSLIB/Fortran, WinGSLIB and GSTAT/R) were

used for comparison and evaluation purposes. In

certain cases the results were slightly different,

indicating small variations in the implementation of

the Geostatistical algorithms.

Selection of the geostatistical approach

There are different groups of Geostatistical tech-

niques where auxiliary information is used to

improve spatial prediction:

– Co-Kriging (CK), if the number of auxiliary

variables is low and they are not available at all

grid-nodes

– Kriging with External Drift (KED), if the auxil-

iary information is available at all grid-nodes and

correlated with the target variable (Kriging with a

trend model, Deutsch & Journel, 1998; Kriging

with external drift, Wackernagel, 1995). Univer-

sal Kriging (UK) can be interpreted as a special

case of KED where the drift is modelled as a

function of only the coordinates.

– Kriging after De-trending (KAD), if drift and

residuals can also be fitted separately and then

summed (Goovaerts, 1997). This technique is

also known as Regression Kriging (RK) and can

be combined with stratification and GAMs

(McBratney et al., 2000).

UK, KED and KAD are, in fact, equivalent

methods providing, under the same assumptions, the

same predictions. The advantage of KED is that the

equations are solved at once, while the advantage of

KAD is that there is no danger of instability as with

the KED system (Goovaerts, 1997).

KED techniques are not recommended for use

directly on interpolated (bottom depth) data or on

imputed missing values (satellite data), since the

uncertainty of the predicted covariate is not taken into

account and therefore the prediction variances are

underestimated. Additional limitations concerning

the application of the KED technique (for instance,

linearity between dependent and auxiliary variables,

smoothness of the external variables) are described

by Goovaerts (1997) and Royle & Berliner (1999).

In our case, it is desirable to describe the spatial

relationship between bottom depth, temperature, chlo-

rophyll-a and pelagic biomass based upon the available

measurements on all the variables of interest. For

univariate analysis the Universal Kriging technique

was chosen, since bottom depth is clearly correlated

with the coordinates and partially interrelated with the

rest of the covariates. The multiple surfaces described

by such multivariate observations will then be inter-

polated in a manner similar to Universal Kriging, by

applying the extended CK technique.

Stationarity test

The basic biological or environmental factors, which

are involved in ecological processes, change with

time and introduce non-stationary conditions into

the system. Some important statistics especially

correlations are reasonable under the condition of

stationarity in the process. If that condition is not

fulfilled, the correlation is random and any biological

interpretation of it is erroneous (Bendat & Piersol,

1971). The process which generates the data is said to

be second-order stationary (strict sense) if the distri-

bution function and the joint distribution function are

invariant under an arbitrary time shift. It is stationary

in the wide sense if the mean and the autocorrelation

are invariant (Papoulis, 1965). In Geostatistical

terminology, it is required that the spatial Covariance

structure is essentially identical throughout the spatial
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domain of interest (Journel & Huijbregts, 1978). The

ARC-GIS definition requires that the mean of all

locations of interest be equal and that the Covariance

between any two locations depends only on the

distance and direction between them and not specif-

ically on the actual location. When it is suspected that

this is not the case, more complicated models may be

required. Stationarity in the present work was

achieved by data transformation (logarithmic), mod-

elling the trend and using Universal Kriging, as well

as by dividing the data set into subsets.

Empirical variograms and cross-variograms

This analysis typically aims at generating an empirical

variogram and then fitting a parametric model that

adequately captures the structure of the empirical

variogram. Data were partitioned according to the

distance between distinct pairs of observation loca-

tions, so that the bins are as small as possible to retain

spatial resolution, and yet large enough that the

empirical variogram estimate is stable (Cressie, 1993).

The semivariance or simply variogram (c) is

estimated by the formula:

cðhÞ ¼ 1

2

Xn

i¼1

ZðXiÞ � ZðXi þ hÞ½ �2

where Xi and Xi + h are two locations in space at a

certain distance, which belongs to a binwidth class of

lag h, over all directions or specific to a given

direction inside the studied area. Z(Xi) and Z(Xi + h)

are the magnitudes of the variable at the two locations

and n is the number of data pairs in each lag class.

The greater the number of data points, the greater the

statistical reliability in each binwidth class.

The three key parameters in the variogram,

Nugget, Range and Sill, were estimated applying

the spherical model (Cressie, 1993).

– The nugget parameter represents the variation at

very short distances (the variation due to mea-

surement errors or the replication variance) (Rossi

et al., 1992). It is the point at which the variogram

model appears to intercept the y-axis.

– The range parameter represents the maximum

spatial distance, where data are effectively spa-

tially correlated or autocorrelated.

– The sill parameter describes the maximum vari-

ance of the variogram minus the nugget effect. In

some publications the maximum variance, includ-

ing the nugget, is referred as the total sill.

Correspondingly, a cross-variogram model des-

cribes the co-variation (or correlation relationship)

between each pair of variables (Journel & Huijbregts,

1978; Cressie, 1993; Goovaerts, 1997). The Cross-

variogram (c1.2) for two variables Z1 and Z2 is

estimated by the formula:

c1:2 hð Þ ¼ 1

2N

XN

i¼1

n
Z1ðxÞ � Z1ðxþ hÞ½ �

� Z2ðxÞ � Z2ðxþ hÞ½ �
o
:

Kriging

Ordinary and Universal Kriging, which are used in

the present study, are gradual, local, and may not be

exact, perfectly reproducing the measured data.

Kriging selects weights so that the estimates are

unbiased and the estimation variance is minimised.

Identifying the best variogram may involve running

and evaluating a large number of models, a procedure

supported by the ArcGIS Geostatistical software.

Let Z represent the fish density in the x, y

coordinate system, for which distances are linear

(expressed in n.mi). Ordinary Kriging provides a

statistical model for the process Z(x, y), at all points

in space, (x, y), as follows:

Zðx; yÞ ¼ uþ eðx; yÞ

where u and e(x, y) are the overall, large-scale mean

of the process across the spatial domain and the

small-scale random fluctuation of the process accord-

ingly. Unlike Universal Kriging, Ordinary Kriging

places very little emphasis on the first mean compo-

nent, focusing instead on modelling the structure of

the small-scale random fluctuation component. Uni-

versal Kriging is an extension of Ordinary Kriging

accommodating a spatially varying trend. It can be

used both to produce local estimates in the presence

of trend and to estimate the underlying trend itself.

By incorporating the spatial varying trend, the

previous equation is modified as:

Zðx; yÞ ¼ uðx; yÞ þ eðx; yÞ

where the mean term is described by the model

uðx; yÞ:
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Co-Kriging

The multiple surfaces described by such multivariate

observations can then be interpolated in a manner

similar to the Kriging techniques as above. However,

Co-Kriging requires much more estimations, includ-

ing estimating the autocorrelation for each variable as

well as all cross-correlations. If the main variable of

interest is Z, both autocorrelation for Z and cross-

correlations between Z and all other variable types

are used to make better predictions. The functions

used to model those variograms and cross-variograms

must be chosen so that the variance of any possible

linear combination of these variables is always

positive. The linear model of co-regionalisation,

described in detail by Panatier (1996), is the most

commonly used method for choosing such a set of

functions so that the predictor of a given covariate at

a given location X is a linear combination of all

covariates of interest. Finally, it should be noted that

often one of the auto- or cross-models may not fit its

sample variogram very well compared to the others.

In this case, the overall fit should be judged

accordingly since each individual model is a small

part of the total model (Isaaks & Srivastava, 1989).

The resulting Co-Kriging equations are slightly

more complicated than those of Ordinary Kriging, but

are still relatively straightforward, based on the

Cross-variogram model (Journel & Huijbregts,

1978; Cressie, 1993; Goovaerts, 1997).

Specific performance measures

Finally, the developed models were evaluated by

analysing the leave-one-out cross validation residuals

and their statistics are compared and tested concern-

ing modelling assumptions and whether standard

errors estimated by the model are accurate (Isaaks &

Srivastava, 1989).

The Leave-one-out cross validation residuals are

generated using the following procedure:

– Create an empirical variogram using all of the N

available observations.

– Estimate the theoretical variogram from the

empirical variogram.

– For each observation Z(si), i = 1,…, N in the data

set,

– Remove the observation from the data set.

– Predict the Kriged value Z
^
ðsiÞat the location of

the removed observation using the remaining

(N - 1) observations.

– Calculate the difference between the predicted

value and the true value, and divide this differ-

ence by the Kriging Standard Error (Bradley and

Haslett, 1992).

SRi ¼
ZðsiÞ � Z

^
ðsiÞ

KSE

– Record the value SR as the standardised residual

at the location of the removed observation.

Once the residual at each location has been

calculated as described, their distribution is tested

for normality, validating if the Kriging model

assumptions were correct, and if other modelling

techniques should be considered.

The comparison among the different developed

models was carried out based on the calculation of

the root-mean-squared prediction error (RMS), the

average standard error (ASE) and the coefficient of

determination (R2). In case the average standard error

is close to the root-mean-squared prediction error, the

variability in prediction is correctly assessed. If the

average standard error is greater than the root-mean-

squared prediction error, the variability of the

predictions is overestimated; on the other hand, if

the average standard error is less than the root-mean-

squared prediction error, it is underestimated.

Results

Exploratory data analysis

Since the data were autocorrelated multivariate mea-

surements, the level of spatial influence may vary with

distance and other factors making the autocorrelation

function non-linear. In general, the closer the neigh-

bours are, the greater the level of correlation, which

distorts statistical tests of significance in analyses such

as correlation, regression, or analysis of variance

(Cliff & Ord, 1981). Therefore, the following multi-

variate regression analysis was of an introductory

character to the Geostatistical approach and did not

aspire to provide statistical models describing the

relationships among the variables under study.

Simple and stepwise multiple linear regression

analyses were used to investigate possible relationships
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between the dependent variable LnSa (logarithmic

transformed area backscattering coefficient), which

represents an acoustically estimated fish density index

and hypothesised covariates: spatial coordinates, time,

bottom depth, SST and SSC, if the latter was available.

The significance of the regression models was tested by

ANOVA (probability of F to enter B0.05). The

stepwise multiple regression analysis exhibited in

general low proportion of variation explained by the

model (R2) on all significantly different from 0 R2

values (Table 1). The most significant models that

were developed were based on the acoustic surveys

1996 A, 1996 AB (pooled both data sets) and 1998. The

acoustic estimated fish density (LnSa) was related to

the following potential predictors: day-night time

cycle, bottom depth, the spatial coordinates (Lon,

Lat), SST and SSC (available only in 1998 survey).

Furthermore, residuals were calculated, based on

non-linear modelling of acoustic fish density (LnSa)

versus day-night time, fitted by least squares regression,

by a sine signal (Zar, 1974). The linear regression

models constructed using the derived residuals versus

Latitude or bottom depth were significant (Table 1). As

it is expected from the geography of the surveyed area,

linear regression models confirmed a statistically

significant (P \ 0.1) and relative higher relationship

(R2 = 0.64) between bottom depth and spatial coordi-

nates. These results are justified in the following

Geostatistical analysis, the development of Universal

Kriging models, testing if there is a geographical trend

in the LnSa surface that partly explains data variation.

Environmental covariates

The horizontal spatial distribution of sea temperature

showed a significantly different pattern between the

two survey seasons (Fig. 1A: October 1996 and

April/May 1997 and 1998). Lower temperatures were

observed during the May and especially the April

survey, where large surfaces in southern areas were in

general cooler than the rest of the picture. In addition,

cold spots appeared, associated with upwelling phe-

nomena in the north-eastern part (Fig. 1, May-1997)

or riverine outflow in the south-western part (Fig. 1,

April-1998). The four SST images, corrected for

missing values, were used in the Co-Kriging inter-

polation as covariates.

The bathymetry was modelled applying Universal

Kriging on all bottom depth acoustic measurements,

pooled all survey data (Fig. 1B). The bottom depth,

as it is shown in the interpolated map, increased in

south easterly direction until the 200 m isobath.

Since satellite imagery providing chlorophyll-a

concentration was only available after 1997, the Co-

Kriging estimation using chlorophyll data was

restricted to the 1998 acoustic survey (Fig. 1C).

Kriging and Co-Kriging interpolations

Outputs from the cross-variogram modelling, Kriging

and Co-Kriging spatial interpolations for the four

surveys (1996a, 1996b, 1997 and 1998) are shown in

Figs. 2–5, respectively. Each figure illustrates the

cross-variogram models used in the Co-Kriging inter-

polation (a) and the interpolated acoustic fish density

(LnSa) using Kriging (b) and Co-Kriging (c) tech-

niques. Cross-validation statistics between predicted

and observed acoustic fish density (LnSa), applying the

leave-one-out cross validation method, are shown in

Table 2. In each survey, statistics with significant

covariate main effects and interactions are included,

sorted by increasing coefficient of determination (R2).

The four interpolated maps (Fig 2B, 3B, 4B and

5B) did not show, between seasons, any marked

Table 1 Simple or stepwise multiple regression analysis

Survey Dependent variable Separated/No of data Independent variables Model R2 F Sig.

1996 A LnSa All, 260 DN, SST, Lat, Depth, Lon 0.265 18.27 0.00

1996 A Res(LnSa * time) All, 260 Lat 0.382 159.80 0.00

1996 A Res(LnSa * time) All, 260 Depth 0.213 70.07 0.00

1996 AB LnSa Night, 244 Lat, Lon, Depth, SST 0.292 24.74 0.00

1998 LnSa 441 DN, Lon, Lat, Chl, Lat, SST 0.243 27.95 0.00

Independent variable: LnSa or residuals from modelling LnSa with time as independent variable; R2: Coefficient of determination in

the leave-one-out cross validation prediction; F = ANOVA F-test, Sig = significance of the model, P \ 0.01
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differences in their fish distribution. In contrast,

within seasons, some biomass movements were

reflected on the maps, concurrent to temperature

changes. Considering the short time lag between the

two October surveys (1–2 days), the dynamic of the

spatial distribution is very high.

Only bathymetry, SST and their interactions

provided a significant effect on predicting LnSa

measurements applying the leave-one-out cross val-

idation test. Chlorophyll-a data did not improve the

modelling approach. The omnidirectional variogram

and cross-variogram models exhibited autocorrelation
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Fig. 1 (A) Sea surface temperature for the four sampling surveys in Thermaikos Gulf, and (B) Bathymetry and (C) Spatial

distribution of chlorophyll-a concentrations

Hydrobiologia (2008) 612:155–169 161

123



ranges of 5.7–25 km and 6 to 16 km, respectively

(Table 2). Concerning the nugget effects of the cross-

variograms, the October values (Figs. 2 and 3) were

slighter than those of spring (Figs. 4 and 5).

Discussion

Oceanographic features such as temperature fronts,

eddies, rings and upwelling areas have been related to

fish biomass concentrations—at least at certain

spatial scales and magnitudes (Laurs et al., 1984;

Fiedler & Bernard, 1987; Chen et al., 2005)—and

satellite ocean colour and sea surface temperature

images have been used commercially for this pur-

pose. In general, SST and chlorophyll-a spatial

patterns are very similar, since very often, warm,

nutrient-depleted water has low chlorophyll-a content

and cold, nutrient-rich water has high chlorophyll-a

levels.
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Fig. 2 Sampling survey N96A: (A) Cross-Variogram (omni-

directional and exhaustive) of the Acoustic Estimated Fish

Density (LnSa) using Co-Kriging (SST and depth), (B)

Acoustic Estimated Fish Density (LnSa) using Kriging and

(C) using Co-Kriging (SST and depth)
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The relationship between sea surface satellite

imagery and species spatial distribution depends,

among other things, upon the number of linkages

between phytoplankton and the given species trophic

level. Some species, such as anchovy and sardine,

which are closer to phytoplankton at some time

periods of their life cycle, may exhibit a stronger

linkage (Ware & Thomson, 2005) than other species

which are at a higher trophic level.

However, this more or less expected spatiotem-

poral relationship between environment and fish

density is not always and clearly evident (Fréon

et al., 2005). For instance, the biomass structure in

areas developing lower magnitudes of the oceano-

graphic features with a smaller spatiotemporal scale

may be affected in a stochastic and less predictable

way (Sharp & McLain, 1993; Webster & Oliver,

2001).
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The Thermaikos Gulf, the study area in the present

paper, is a relatively small region (30 nm wide 9

100 nm long), developing a mesoscale environmental

dynamic. Its mean depth varies from 40 m in the

northern inner continental shelf (Thermaikos Bay)

until the south tip of the Kassandra Peninsula, facing

the open NW Aegean Sea, at the 200 m isobath.

Freshwater from four rivers (Aliakmon, Pinios, Lou-

dias and Axios) runs in the western coast of the

Thermaikos Gulf resulting in low salinity and high

turbidity in the sea water. About 40% of the total

water volume of the Gulf has its origin from the rivers

(Poulos et al., 2000). Another source of cold and low-

saline waters is provided by the Black Sea inflow and

other coast rivers emptying the northern Aegean Sea.

This nutrient input can reach the Thermaikos Gulf, as

it is clearly seen in surface chlorophyll-a satellite

imagery (Agostini & Bakun, 2002).
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The properties of the water masses within the Gulf

vary seasonally. The water column is homogenised

during winter and stratified between spring and

autumn (Tragou et al., 2005). According to Zervakis

et al. (2005) the vertical water structure in the Gulf,

during September and October, is characterised by a

two-layer system, with the less saline water mass

occupying the upper layer.

The SST images during the first trip in October

(Fig. 1, N96 A) showed two surface regions: a large

area of a relatively warm water (WW) mass ([20.0�)

dominating in the Gulf, and some middle temperature

water (MW) masses, (16.0�–20.5�) in the north-

western coast, originating from riverine discharges,

flowing southwards (Kontoyiannis et al., 2003). The

second trip of October (Fig. 1, N96 B) was undertaken

after a rapid weather change in the surveyed area,

dominated by a strong northern wind which lowered

the SST values over all of the Gulf and especially in its

south-eastern part. It is proposed that during northerly

0             0,21          0,42          0,63         0,84          1,05          1,26          1,47         1,68

γ

3,75

3,00

2,25

1,50

0,75

Distance, h x104

Thessaloniki

ChalkidikiPieria

Larisa

Imathia

Acoustic Estimated Fish Density , N98

A

B C

-4.970 -3.290−

-3.290 -2.220−

-2.220 -1.550−

-1.550 -1.130−

-1.130 -0.857−

-0.857 -0.589−

-0.589 -0.164−

-0.164 0.508−

0.508 1.570−

1.570 3.260−

Acoustic Fish Estimated
Fish Density (LnSa)

Pref Bordersect .

Projection System:
EGSA 87

Datum: D GGRS 1987

0 km

Acoustic Survey Data

Thessaloniki

ChalkidikiPieria

Larisa

Imathia

Acoustic Estimated Fish Density using cokriging , N98

-4.970 -3.290−

-3.290 -2.220−

-2.220 -1.550−

-1.550 -1.130−

-1.130 -0.857−

-0.857 -0.589−

-0.589 -0.164−

-0.164 0.508−

0.508 1.570−

1.570 3.260−

Acoustic Fish Estimated
Fish Density (LnSa)

Pref Bordersect .

Projection System:
EGSA 87

Datum: D GGRS 1987

0 16 32km2814

Fig. 5 Sampling survey N98: (A) Cross-Variogram (omnidi-
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Acoustic Estimated Fish Density (LnSa) using Kriging and

(C) using Co-Kriging (depth and SST)
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winds a 2-gyre system is established in the area (Poulos

et al., 2000). Zervakis et al. (2005) studied in detail the

gyre structure of the Gulf in two hydrographic cruises

during September and October. During September, a

strong cyclonic gyre was presented in the southern part

of the Gulf, whilst north of the gyre the circulation was

anticyclonic. During October, the Gulf developed a

slightly more complicated system; its central part was

divided into two-gyre systems: a cyclonic in the west

and an anticyclonic in the east.

The surface temperature pattern was different in

May 1997 and April 1998. In May 1997, the rivers

contributed warm waters forming a strong surface

front, which is confirmed by hydrographic surveys

carried out during the same period (Kontoyiannis

et al., 2003). The MW surface mass (16.0�–20.0�)

dominated most of the Gulf area, whilst along the

north-eastern coasts cold waters (CW, 13.0�–16.0�)

appeared, associated with the upwelling phenomena

(Fig. 1, N97). In April 1998, the surface temperature

was very low over the entire Gulf and especially in its

south-western part, where the riverine outflow

remained cooler compared to the rest of the sea

waters (Fig. 1, N98).

Due to the riverine outflow and the Black Sea

waters, the Thermaikos Gulf is more productive than

the oligotrophic Aegean Sea, representing a rich

fishing area both for trawlers and purse seiners

(Stergiou et al., 1997). Although the species compo-

sition inside the Gulf may reveal seasonal variations,

we decided to analyse the pelagic acoustic data as a

whole, in order to avoid the introduction of species

identification errors, by manually scrutinising the

echograms or applying more sophisticated techniques

(Haralabous and Georgakarakos, 1996). Since sardine

appears to be by far the most abundant species in the

area, possible drawbacks from pooling all species

together are minimised.

The coastal morphology of the Gulf as well as

the NW-SE bottom depth gradient dominated in

the multiple regression analysis, especially after

removing the time effect (Table 1). Consequently, a

Universal Kriging interpolation was used, modelling

fish density (LnSa) versus the spatial coordinates.

The residuals of this model still included autocor-

relation, which was exploited in the spatial

multivariate analysis and the Co-Kriging interpola-

tion (Table 2).

In the interpolated October choropleth maps (Figs. 2,

1996a; Fig. 3, 1996b), most of the fish abundance was

observed near the shallow northern part of the Gulf, on

both coastal sides, occupying warmer (WW) and

middle warmer (MW) water temperatures. In contrast,

during May 1997 and April 1998, the biomass was

found further south in deeper areas where lower

temperatures dominated (Figs. 4 and 5).

As mentioned above, the water mass is stratified

between spring and autumn and consequentially the

SST imagery reflects the upper sea layer condition.

However, in most of the cases, the introduction of the

SST covariate using Co-Kriging algorithms improved

the coefficient of determination (R2) in the cross-

validation procedure (Table 2).

Bottom depth was the most important covariate

and explained a portion of the cross-validation

variance-additionally to the Kriging interpolation-

contributing a minimum of 0.9% (1998) until a

maximum of 13.6% (1996A). Bottom depth was also

positively correlated with the LnSa-residuals of the

time dependent model explaining 21.3% of the

variability (Table 1). The encountered positive cor-

relation between area backscattering coefficient

Sa and depth can be explained by the fact that the

acoustic beam volume increases with depth. How-

ever, this correlation strength varies due to the

vertical heterogeneity of the pelagic biomass in the

water column. Furthermore, bottom depth is partially

interrelated with other environmental variables (SST,

SSC) and fish density.

Table 2 Cross-validation statistics between predicted and

observed acoustic fish density (LnSa), applying the leave-one-

out cross validation method

Model Range

(Km)

RMS ASE R2

1996a LnSa 12.5 0.791 0.897 0.378

LnSa & Depth 8.0 0.699 0.759 0.514

LnSa & Depth & SST 12.0 0.684 0.696 0.534

1996b LnSa 16.0 0.265 0.271 0.892

LnSa & Depth & SST 16.0 0.265 0.260 0.982

1997 LnSa 25.0 0.853 0.918 0.265

LnSa & SST 6.0 0.834 0.909 0.299

1998 LnSa 5.7 1.077 1.273 0.288

LnSa & Depth 6.3 1.070 1.363 0.297

LnSa & Depth & SST 6.8 1.062 1.350 0.307

First model represents the Kriging results, followed by the

Co-Kriging with related covariates
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Co-Kriging with acoustic and SST data improved

the prediction performance by 3.4% (1997), whilst

expanding the bottom depth Co-Kriging by adding

SST data increased the explained variance by 2.0%

(1996A) and 1.0% (1998).

The observed small portions of the covariate

variance are in accordance with the encountered

spatial low auto- and cross-correlations (Figs. 2–5)

and the expected intrinsic stochastic processes

(Sharp & McLain, 1993; Webster & Oliver, 2001).

Similar studies investigating the relationship between

environmental factors and small pelagic fish abun-

dance provide controversial or less evident results

(Fréon et al., 2005). Positive responses are pub-

lished for spawning anchovy in relation to certain

environmental parameters (Castillo et al., 1996;

Koutsikopoulos & Le Cann, 1996). However, the

explained part of the observed sardine variance

usually is small (Kerstan, 1993). GAMs applied on

11 years data from the South African sardine fishery

using SST as a covariate explained only 0.5%–1.5%

of the variance of the catch (Agenbag et al., 2003).

Despite the difficulty of scientifically proving

relationships between environmental variables and

fish density, satellite SST data are commonly used by

pelagic fishing fleets searching for the best fishing

areas (Santos, 2000). This is probably evidence of the

importance of the spatiotemporal scale used (fishing

fleets are able to access high resolution satellite

images in short times) and the often greater strength

of the phenomena (fronts and fish abundance) in the

areas the satellite data is supplied.

The presented results show that despite the smaller

spatiotemporal scale, Co-Kriging techniques can

provide a useful tool for investigating possible

environmental effects in the spatial distribution of

small pelagic species. From the practical point of

view, the resulted improvement in the accuracy,

applying Co-Kriging algorithms, reduces the uncer-

tainty in biomass estimation, which always is an

important goal in stock assessment. Both the dynamic

parameter (SST) and the static (bottom depth)

parameter used in the analysis are the most important

covariates for reducing estimation uncertainty. Bot-

tom depth routinely is automatically measured during

insonification. Therefore, bottom depth is perhaps the

most useful auxiliary variable, which is also consid-

ered as a known and time invariant covariate in the

surveyed area. Moreover, the SST and SSC

covariates are commonly remotely assessed via

satellite, requiring off-line processing.

From the aforementioned hydrographic studies, it

is obvious that salinity gradient is important for

understanding water stratification and potentially

existed biomass distribution patterns. Certainly,

increasing the number in the auxiliary variables, an

improvement of the Co-Kriging efficiency could be

expected. However, this paper is restricted to the

methodological advantages of the simultaneous

application of more than one Co-Kriging variables.

Concerning the spatial analysis presented in this

paper, the incorporation simultaneously of more

than one spatial covariate in the Co-Kriging tech-

nique improved the performance of the models, as it

is depicted in Table 2. More advanced techniques

have been proposed recently (Holland et al., 2003),

modelling non-stationarity and heterogeneous

covariance structures. It is suggested that these

approaches, including hierarchical Bayesian tech-

niques or Artificial Neural Networks (Georgakarakos

et al., 2006), are very promising and require further

research.
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